EKT-816: MICROECONOMETRICS
SEMESTER 11, 2020

Instructors: Steve Koch (steve.koch@up.ac.za) and Jesse Naidoo (jesse.naidoo@up.
ac.za)
Office Hours: TBA

Lectures are from 4.30 PM - 7.30 PM on Monday evenings, online. We will use the
Blackboard Collaborate feature for the lectures and class discussions.

Problem Sets: We will post four problem sets (about one every three weeks). These are
not for credit. We will also provide suggested solutions.

Grades will be determined by a weighted average of your scores on the final exam and the
midterm. The respective weights will be either (40% midterm, 60% final), or (25% midterm,
75% final) - whichever is in your favor.

Important Dates
Midterm: September 21
Final Exam: TBA.
Textbooks

For the most part we will follow Angrist and Pischke’s Mostly Harmless Econometrics closely.
Useful supplementary texts are

o Microeconometrics: Methods and Applications, by Cameron and Trivedi
o FEconometric Analysis of Cross-Section and Panel Data, by Wooldridge

We will partly base our lectures on these texts, but may present the content in a slightly
different way in class. Study several different sources (the internet may be useful here) and -
most importantly! - do the problems to make sure you understand.

Syllabus
Counterfactuals [1 lecture]

Potential outcomes and causality. Varieties of (ex-post) treatment effects. Causal
diagrams.

References: Angrist & Pischke (2008) Ch. 1-2.
Additional Readings: Heckman (2000); Heckman & Vytlacil (2001).
Selection on Observables, Conditional Independence, and Regression [2 lectures]

Derivation of the OLS formula; Frisch-Waugh-Lovell theorem. Implications for inter-
preting regression output. Conditional expectations and best linear predictors. Typical
violations of conditional independence: simultaneity, measurement error, self-selection.
Basic similarities between matching and regression. Discrete choice models. The
propensity score.
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References: Angrist & Pischke (2008) Ch. 3.

Additional Readings: Abadie & Imbens (2006); Abadie & Imbens (2008); Abadie &
Imbens (2016).

Software References: Keller & Tipton (2016).
Online Application Lecture [Video and Collaborate discussion)]

Data management. Markdown. Estimation and matching in R. Tables and Figures.
Instrumental Variables, Selection Models, and LATE (3 lectures]

Just-identified IV; 2SLS and GMM. Identification and (asymptotic) inference. 2SLS
bias; misleading inference with weak instruments. Outcome and selection equations
in the "Generalized Roy Model". LATE and MTE. Identification via non-standard
moments. Control functions.

References: Angrist & Pischke (2008) Ch. 4.

Additional Readings: Pearl (1995); Dong (2010); Heckman & Navarro-Lozano (2004);
Heckman et al. (2006); Carneiro et al. (2010); Lewbel (2012); Lewbel (2018).

Software References: Gui et al. (2020); Torgovitsky & Shea (2020).
Online Application Lecture [Video and Collaborate discussion)]

Markdown. IV and 2SLS. REndo. Marginal treatment effects. DAGs.
Tentative Midterm [Coverage: First two topics.]
Regression Discontinuity Designs [1 lecture]

Strict RD. Fuzzy RD. Running variable manipulation.

References: Angrist & Pischke (2008) Ch. 6.; McCrary (2008); Imbens & Kalyanaraman
(2012); Eggers et al. (2015); Dimmery (2016); Gelman & Imbens (2019).

Synthetic Panels and Differences-in-Differences [2 lecture]

An additively separable model for Yy and the parallel trends assumption. Pitfalls:
heterogeneous trends and serially correlated shocks. Placebo tests and placebo outcomes
(DDD). Clustering and bootstrapping standard errors.

References: Angrist & Pischke (2008) Ch. 5, 8.

Additional Readings: Deaton (1985); Nijman & Verbeek (1990); Verbeek & Nijman
(1992); Moffit (1993).

Online Application Lecture [Video and Collaborate discussion]

Regression discontinuity. Building synthetic panel. Differences-in-Differences. Placebo
testing. Bootstrapping.

Quantile Regression [1 lecture]



Check Function. Location-Scale Models.

References: Angrist & Pischke (2008) Ch. 7.

Software Reference: Koenker (2020).
Nonparametric Densities and Regression [1 lecture]

Location-Scale Models. Density and regression. Bandwidth. Cross-validation. Bias and
variance. Simple hypothesis testing.

References: Racine (2008).
Additional Readings: Racine & Li (2017).
Software References: Hayfield & Racine (2008).
item[Decomposition and Recentered Influence Functions| [1 lecture]
Regression decomposition. Recentered influence function.
References: Firpo et al. (2018).
Additional Readings: Firpo et al. (2009); Heckley et al. (2016)
Software References: Schulenberg (2018).
Online Application Lecture [Video and Collaborate discussion)]
Quantile regression. Density estimation. NP regression estimation. Hypothesis testing.
Final Exam [Coverage: All]

One class will be taken up by the midterm, one by a pre-midterm review session, and one by
a pre-exam review session.
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